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Abstract: The dominating graph DmGbcd(G) of a graph G is obtained from G with vertex set                      
V = V(G)  S, where V = V(G) and S is the set of all �-sets of G. Two elements in V are said to satisfy 
property ‘a’ if u, v  V and are adjacent in G. Two elements in V are said to satisfy property ‘b’ if u = 
D1, v = D2  S such that D1 and D2 have a common vertex. Two elements in V are said to satisfy 
property ‘c’ if u  V(G), v = D  S such that u  D. Two elements in V are said to satisfy property ‘d’ 
if u, v  V(G) and there exists D  S  such that u, v  D. A graph having vertex set V and any two 
elements in V are adjacent if they satisfy any one of the property b, c, d is denoted by DmGbcd(G). In this 
paper, we have studied some basic properties of DmGbcd(G). Also, we have characterized graphs G for 
which DmGbcd(G) has some specific properties and we have established some extremal properties of 
DmGbcd(G).  
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1. Introduction 
Graphs discussed in this paper are undirected and simple. For graph theoretic 

terminology refer to Harary[7], Buckley and Harary[5]. For a graph, let V(G) and E(G) 
denote its vertex and edge set respectively. A graph with p vertices and q edges is called a 
(p, q) graph.  

The concept of distance in graph plays a dominant role in the study of structural 
properties of graphs in various angles using related concept of eccentricity of vertices in 
graphs.  
 The length of any shortest path between any two vertices u and v of a connected 
graph G is called the distance between u and v and it is denoted by dG(u, v). The distance 

between two vertices in different components of a disconnected graph is defined to be . 
For a connected graph G, the eccentricity e(v) of  v is the distance to a vertex farthest from 

v. Thus, e(v) = max{d(u, v) : u  V}. The radius rad(G) is the minimum eccentricity of the 
vertices, whereas the diameter diam(G) is the maximum eccentricity. If these two are equal 
in a graph, that graph is called self-centered graph with radius r and is called an        r self-
centered graph. For any connected graph G, rad(G) ≤ diam(G) ≤ 2rad(G). v is a central 
vertex if e(v) = r(G). The center C(G) is the set of all central vertices. For a vertex v, each 
vertex at a distance e(v) from v is an eccentric vertex of v.  
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The girth g(G) of the graph G, is the length of the shortest cycle (if any) in G.  
 A graph G is connected if every two of its vertices are connected, otherwise G is 
disconnected. The vertex connectivity or simply connectivity �(G) of a graph G is the 
minimum number of vertices whose removal from G results in a disconnected or trivial 
graph. The edge connectivity �(G) of a graph G is the minimum number of edges whose 
removal from G results in a disconnected or trivial graph. A set S of vertices of G is 
independent if no two vertices in S are adjacent. The independence number �o(G) of G is the 
maximum cardinality of an independent set.  
 The concept of domination in graphs was introduced by Ore [13]. The concept of 
domination in graphs is originated from the chess games theory and that paved the way to 
the development of the study of various domination parameters and its relation to various 
other graph parameters. For details on �(G), refer to [6, 14].  

A set D  V is said to be a dominating set in G, if every vertex in VD is adjacent 
to some vertex in D. The minimum cardinality of a dominating set is called the domination 

number and is denoted by (G). 
A vertex v is said to be good if there is a �-set of G containing v [16]. If there is no 

�-set of G containing v, then v is said to be a bad vertex. 
In [15], Walikar, Acharya and et al., defined �D(G) as the total number of minimum 

dominating sets in a graph G. 
Kulli, Janakiram and Niranjan [8, 9, 10, 11, 12] introduced the following concept 

in the field of domination theory.  
 The minimal dominating graph MD(G)[9] of a graph G is the intersection graph 
defined on the family of all minimal dominating sets of vertices of G. The common minimal 
dominating graph CD(G)[10] of a graph G is the graph having the same vertex set as G with 
two vertices adjacent in CD(G) if and only if there exists a minimal dominating set in G 
containing them [6]. The vertex minimal dominating graph MvD(G)[11] of a graph G is a 

graph with V(MvD(G)) = V = V  S, where S is the collection of all minimal dominating 

sets of G with two vertices u, v  V are adjacent if either they are adjacent in G or v = D 
is a minimal dominating set of G containing u. The dominating graph D(G)[12] of a graph 

G = (V, E) is a graph with V(D(G)) = V  S, where S is the set of all  minimal dominating 

sets of G and with two vertices u, v  V(D(G)) are adjacent if u  V and v = D is a minimal 
dominating set of G containing u.  

The Total graph T(G) of a graph G is the graph with vertex set V(G)  E(G) and 
two vertices of T(G) are adjacent if and only if the corresponding elements of G are adjacent 
or incident in G. 
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The Quasi-total graph P(G) has a vertex set V(G)  E(G) and two vertices are 
adjacent in P(G) if and only if they correspond to two non-adjacent vertices of G, two 
adjacent edges of G or to a vertex and an edge incident to it in G. 

In [1, 2, 3, 4], we have defined and studied the Dominating Graph, DGbcd(G), 
DGabc(G) and EDmGabc(G) of a graph G. 

In this paper, we define the dominating graph DmGbcd(G). We find DmGbcd(G) for 
some families of graphs, and some basic properties of DmGabc(G) are studied. Also, 
characterization of DmGabc(G) are established. 

The following results are needed to study the dominating graph DmGbcd(G)  of a 
graph G. 
Theorem 1.1[11]: A graph G is Eulerian if and only if every vertex of G is of even degree. 
 

Theorem 1.2[17]: (i) D(P3k) = 1. 

                (ii) D(P3k+1) = (k2+5k+2)/2. 

                            (iii) D(P3k+2) = k+2. 
 

Theorem 1.3 [17]: (i) D(C3k) = 3. 

      (ii) D(C3k+1) = (3k+1)(k+2)/2. 

      (iii) D(C3k+2) = 3k+2. 
 

2. The Dominating Graph DmGbcd(G) of a Graph G 
Definition 2.1: The dominating graph DmGbcd(G) of a graph G is obtained from G with 

vertex set V = V(G)  S, where V = V(G) and S is the set of all �-sets of G. Two elements 

in V are said to satisfy property ‘a’ if u, v  V and are adjacent in G. Two elements in V 
are said to satisfy property ‘b’ if u = D1, v = D2  S such that D1 and D2 have a common 

vertex. Two elements in V are said to satisfy property ‘c’ if u  V(G), v = D  S such that 

u  D. Two elements in V are said to satisfy property ‘d’ if u, v  V(G) and there exists 

D  S  such that u, v  D. A graph having vertex set V and any two elements in V are 
adjacent if they satisfy any one of the property b, c, d is denoted by DmGbcd(G).  
 The dominating graph DGbcd(G) of a graph G is obtained from G with vertex set 

V = V(G)  S, where V = V(G) and S is the set of all minimal dominating sets of G and 

any two elements in V are adjacent if they satisfy any one of the property b, c, d. 
Remark 2.1: 
(i) |S| = �D(G). 

(ii) DmGbcd(G)  DGbcd(G). 
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(iii) Number of vertices in DmGbcd(G) is p+ �D(G). 

(iv) Number of edges in DmGbcd(G) is q < 
2 22

2

p p D D D     
. 

(v) Degree of a point vertex vi in DmGbcd(G) is  n(vi)(G), where n(vi) is the number of �-
sets containing vi in G. This bound is sharp if �-sets of G are mutually disjoint. 
(vi) Degree of a set vertex Di in DmGbcd(G) is ≤ �D(G)−1+|Di| ≤ �D(G) γ−1+ (G)  ≤ �D(G)−1+p, 

1  i  D .  
 

Remark 2.2: If each minimal dominating set is a γ-set of G, then DGbcd(G) = DmGbcd(G). 
 
Example 2.1: 
                                                                                                                                                      
 
  
   
                                    
                                        

                              G                                         DmGbcd(G)  T(3K2) 

{1, 4}, {2, 5} and {3, 6} are γ-sets of G. 
 
Example 2.2: 
 
 

                               
 

                                             
                             
 

                                G       DmGbcd(G)  T( 5C )                                                                 

{1, 4}, {1, 3}, {2, 4}, {2, 5} and {3, 5} are γ-sets of G. 
 
Theorem 2.1: If G = Kp, then DmGbcd(G) is pK2. 

Proof: Suppose G = Kp . Then each vertex forms a -set. By the definition of DmGbcd(G), 
DmGbcd(G) is pK2. 
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Theorem 2.2: If G = K p , then DmGbcd(G) is a complete graph with 1+p vertices. 

Proof: Suppose G = K p . Then the whole vertex set is a -set. By the definition DmGbcd(G) 

is a complete graph with 1+p vertices. 
 

Theorem 2.3: If G = K1, p1, p  3, then DmGbcd(G) is K2  (p1)K1. 

Proof: Suppose G = K1, p1, p  3.  Let u be the central vertex. u = D is a -set of G. In 
DmGbcd(G), D is adjacent to u only and other vertices are isolated. Hence DmGbcd(G) is           

K2  (p1)K1. 
 

Theorem 2.4: If G = Km,n, 2 < m  n, then DmGbcd(G)  T(Km,n), which is a 2 self-centered 
graph. 

Proof: Let G = Km, n, 2 < m  n. V(G) = V1  V2. V1= m and V2= n. D = {u, v},             

u  V1 and v  V2 is a -set of G. Thus, we get mn such -sets of G. Since G is an induced 

sub graph of DmGabc(G), e(u) = e(v) = 2. Suppose x, y  S. Then x = D1 and        y = D2 are 

two -sets of G. If D1 and D2 have a common vertex, then, in DmGbcd(G),   d(D1, D2) = 1. 

Suppose D1 and D2 are disjoint. Then there exists a -set D3 such that D3 is adjacent to both 

D1 and D2. Then, in DmGabc(G), d(D1, D2) = d(D1, D3)+d(D3, D2) = 2. Suppose x V(G),      

y = D4 is a -set of G. If x  D4, then in DmGabc(G), d(x, y) = 1.  

If x  D4, then there exists a vertex x such that x dominates x, and x  D4. Then it 

follows that, in DmGabc(G), d(x, y) = d(x, x)+d(x, y) = 2. Thus, the eccentricity of point 
vertices is 2 and eccentricity of set vertices is also 2. Hence, DmGbcd(G) is a 2 self-centered 
graph. 
 

Theorem 2.5: If G = Wp = Cp+K1, p  4, then DmGbcd(G) is K2  pK1. 

Proof: Suppose G = Wp = Cp+K1.  Let u be the central vertex. u = D is a -set of G. In 
DmGbcd(G), D is adjacent to u only and other vertices are isolated. Hence, DmGbcd(G) is        

K2  pK1. 
 

Theorem 2.6: If G is a connected graph with (G) = p1, then DmGbcd(G) is disconnected. 

Proof: Suppose G is a connected graph with (G) = p1. Then rad(G) = 1, and if u is a  

central vertex, it forms a -set. In DmGbcd(G), a central vertex is adjacent to the 

corresponding -set only. Hence DmGbcd(G) is disconnected . 
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Corollary 2.6: (i) If (G) = p1, then K2 is a component of DmGbcd(G). 

 (ii) Let G be a graph with (G) = p1. If t is the number of central vertices, then DmGbcd(G) 

is tK2  (pt)K1. 
 

Theorem 2.7: Let G be a connected graph. If any two -sets are disjoint, then DmGbcd(G) is 
disconnected. 

Proof: Let G be a connected graph. Suppose any two -sets are disjoint. Then, in DmGbcd(G), 
set vertices and their corresponding point vertices are adjacent and set vertices are not 
adjacent . Hence, DmGbcd(G) is disconnected. 
 
Theorem 2.8: Let G be a connected graph. If every vertex of G is contained in at least one 

-set and any two -sets intersect, then DmGbcd(G) is connected. 

Proof: Let G be a connected graph. Suppose, there exists a vertex u  V(G) such that u 

does not lie on any -set. Then, by the definition, u is an isolated vertex in DmGbcd(G). 

Hence every vertex of G is contained in at least one -set.  

 Suppose there is a -set D1 such that D1 is not intersecting other -sets. Then in 
DmGbcd(G), D1 and the point vertices in D1 form a clique, which is one of the components 
of DmGbcd(G). Hence DmGbcd(G) is disconnected. 
 
Theorem 2.9: For any graph G, if DmGbcd(G) is connected, then the distance between any 
two vertices in DmGbcd(G) is at most three. 

Proof: Let u, v  V. Consider the following cases: 

Case (i): Suppose u, v  V(G). 

 There exists a -set D such that D contains u and v. This implies that, in DmGbcd(G),    
d(u, v) = 1. 

 Suppose u  D1 and v  D2. If there exists a vertex x  V(G) such that x  D1 
and D2, then, in DmGbcd(G), d(u, v) = d(u , x) + d (x , v) = 2. 

Suppose u  D1 and v  D2.  If there exists vertices y, z  V(G) such that y  D1, z  D2 
and there exists D3 which contains y, z, then in DmGbcd(G),  
 d(u , v) = d(u, y) + d(y ,z)+ (z , v) = 3. 

Case (ii): Suppose u  V(G) and v  S, v = D is a -set of G. 

 Suppose u  D. Then, in DmGbcd(G), d(u , v) = 1. Suppose u  D , u  D. If 

there exists a vertex u  D and D, then it follows that, in DmGbcd(G),                                       

d(u, v) = d(u, u )+d(u, v) = 2 (or) d(u, D) = d(u, D) + d(D, D) = 2. 
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 Suppose u  D, u  D. D and D are two disjoint -sets of G and there is no 

-set containing u and elements of D. There exists a -set D3 such that D3 contains                 

x  D and y D. This follows that, in DmGbcd(G),  

 d(u , v) = d(u , y)+d(y,  x) + d(x, v) = 3 (or)  

 d(u , v) = d(u, D) + d(D, D3) + d (D3 , D) = 3 (or)  

 d(u , v) = d(u , y) + d(y , D3) + d(D3 , D
) = 3. 

Case (iii): Suppose u, v  S, u = D4 and v = D5 are two -sets of G. 
 If D4 and D5 have a common vertex, then, in DmGbcd(G), d(u , v) = 1. 

 If D4 and D5 are disjoint, then there exists a -set D6 such that D6 is adjacent to D4 
and D5. Thus, if follows that, in DmGbcd(G), d(D4 ,D5) = d(D4 , D6) + d(D6, D5) = 2. 
 Hence, distance between any two vertices in DmGbcd(G) is at most three. 
 

Theorem 2.10: (i) If G = P3k, k  2, then DmGbcd(G) = Kk+1  2kK1. 

(ii) If G = P3k+1, k  1, then DmGbcd(G) is a 2 self-centered graph. 

(iii) If G = P3k+2, k  1, then DmGbcd(G) has k+1 components, one component is                        
bi-eccentric with radius 2 and the remaining k components are isolated vertices. 
Proof: Let V(Pn) = {1, 2, 3, ..., n}.  

(i) Let G = P3k. Then �(G) = 
3

n 
  

, �D(G) = 1. D = {2, 5, 8, 11, ..., 3k4, 3k1} is the only 

�-set of G with |D| = k and the remaining 2k vertices are bad vertices. The set D and its 
vertices form complete graph with k+1 vertices in DmGbcd(G). Therefore, DmGbcd(G) is 
disconnected, one component is a complete graph with k+1 vertices and others are 2k 

isolated vertices. Hence, DmGbcd(G) = Kk+1  2kK1. 

(ii) Let G = P3k+1. Then �(G) = 
3

n 
  

, �D(G) = (k2+5k+2)/2 by Theorem 1.2. Here, all vertices 

are good. That is, for u  V(G), there exists at least one �-set containing u. By Theorem 2.9 

d(u, v) = 3 for u, v  V(G) and d(u, v) = 3 for u  V(G) and v  S are not possible in 
DmGbcd(G). Therefore, eccentricity of point vertices is 2 and eccentricity of set vertices is 
also 2. 

(iii) Let G = P3k+2. Then �(G) = 
3

n 
  

, �D(G) = k+2. Here, k vertices are bad. In this case, for 

u, v  V(G), u  D1 and v  D2 only and D1 and D2 are disjoint. By Theorem 2.9, in 
DmGbcd(G), d(u, v) = 3, d(u, D2) = 3 = d(v, D1) and d(D1, D2) = 2. Hence, DmGbcd(G) is 
disconnected, one component is bi-eccentric with radius 2 and the remaining k components 
are isolated vertices. 



 

 

55 International Journal of Engineering Science, Advanced Computing and Bio-Technology 

Theorem 2.11: If G = K2p F, F is a 1-factor, then DmGbcd(G) is 2 self-centered. 

Proof: Let G = K2p F, F is a 1-factor. Then any two vertices form a �-set of G. Hence, for 

u, v  V(G), d(u, v) = 1 in DmGbcd(G). Suppose u  V(G), v  S, v = D is a �-set. If               

u  D, d(u, D) = 2 in DmGbcd(G), since point vertices are adjacent in DmGbcd(G).  Suppose 

u, v  S, u = D1, v = D2 are �-sets of G. If D1 and D2 are disjoint, then there exists a �-set 
D3 such that D3 is adjacent to both D1 and D2. Hence, d(D1, D2) = 2 in DmGbcd(G). Therefore, 
eccentricity of point vertices is 2 and eccentricity of set vertices is also 2. Hence, DmGbcd(G) 
is 2 self-centered. 
 

Theorem 2.12: Let G be a -excellent graph and G has an isolated vertex. Then DmGbcd(G) 
is bi-eccentric with radius 1. 

Proof: Let G be -excellent and has an isolated vertex. Let w be the isolated vertex. Every 

-set of G contains w. Thus, w is adjacent to all point vertices and also all set vertices in 
DmGbcd(G). Hence, eccentricity of w is one and set vertices are adjacent to each other in 
DmGbcd(G). 

 Let u, v  V. Suppose u, v  w  V(G). If there exists a -set D such that D 
contains u and v, then in DmGbcd(G), d(u, v) = 1. 

 If u  D1 and v  D2, then w is adjacent to both u and v in DmGbcd(G), then        
d(u, v) = 2, d(u, D2) = d(u, w)+d(w, D2) = 2 in DmGbcd(G).  
 Thus, the eccentricity of point vertices except the isolated vertex is 2 and 
eccentricity of set vertices 2. Hence, DmGbcd(G) is bi-eccentric with radius 1. 
 
Theorem 2.13: Let G be a disconnected graph without isolated vertices and each component 

of G is -excellent. Then DmGbcd(G) is 2 self-centered. 
Proof: Suppose G is disconnected without isolated vertices. Then G has at least two 
components G1 and G2. Consider the following cases: 

Case (i): Let u  V(G1), v  V(G2). If there exists a -set D such that D contain u and v, 
then in DmGbcd(G), d(u , v) =1.  

 Suppose x, y  V(G1) such that x  D1 and y D2. If there exists a vertex                   

z  D1 and z  D2, then it follows that, is DmGbcd(G), d(x, y) = d(x, z)+d(z, y) = 2. 

Case (ii): Suppose a  V(G1) and b  S. Then b = D3 is a -set of G. If a  D3, then in 
DmGbcd(G), d(a, b) = 1. 

 Suppose a  D3. If there exists a vertex c  V(G2) such that c  D3.Then, in 
DmGbcd(G), d(a, b) = d(a, c)+d(c, b) = 2. 
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Case (iii): Suppose u, v S. Then u = D4 and v = D5 are two -sets of G. If D4 and D5 are 
not disjoint, then in DmGbcd(G), d(D4, D5) = 1. 

 Suppose D4 and D5 are disjoint. Then there exists a -set D such that D is adjacent 
to both D4 and D5. Thus, it follows that, in DmGbcd(G),  

 d(D4, D5) = d(D4, D
)+ (D, D5) = 2. 

 Hence eccentricity of point vertices is 2 and eccentricity of set vertices is also 2. 
Thus DmGbcd(G) is 2-self-centered. 
 

Theorem 2.14: If D1, D2  V(G) such that D1 and D2 are disjoint -sets of G and there 

exists v  D1(or D2) such that there is a -set containing v and the elements of D2 (or D1), 
then DmGbcd(G) is 2-self-centered. 
Proof: Let G be a connected graph with rad(G) > 1. Suppose D1 and D2 are two disjoint       

�-sets of G, and there exists v  D1(or D2) such that there is a �-set D3 containing v and 

elements of  D2(or D1). Then, in DmGbcd(G), d(v, D1) = d(v, D3)+d(D3, D1) = 2. Let v be the 

common element of D1(orD2) and D3. Since v and v are adjacent in DmGbcd(G), it follows 

that, d(v, D1(orD2)) = d(v, v)+d(v, D1) = 2. By case (i) and case (iii) of Theorem 2.9, 
eccentricity of all point vertices and set vertices are 2. Hence, DGbcd(G)  is 2 self-centered. 
 

Theorem 2.15: If D1, D2   V(G) such that D1 and D2 are disjoint -sets and there exists v 

 D1(or D2) such that there is no -set containing v and elements of D2(or D1), then 
diameter of DmGbcd(G) is three. 
Proof: Let G be a connected graph with rad(G) > 1. Suppose D1 and D2 are �-sets and there 

exists v  D1(or D2) such that there is no �-set containing v and elements of D2      (or D1).  

Case (i): Suppose u, v  V(G). Then as in case (i) of Theorem 2.9, d(u, v)  3. 

Case (ii): Suppose v  D1, v  D2. Then as in case (ii) of Theorem 2.9, d(v, D2) = 3. 

Case (iii): D1, D2  S. Then as in case (iii) of Theorem 2.9,  d(D1, D2) = 2. 
So, in all the cases, diam(DmGbcd(G)) is 3. 
 

Theorem 2.16: G is an induced sub graph of DmGbcd(G) if any only if (G) = 2 and every   

-set is connected. 

Proof: Assume that (G) = 2 and every -set is connected. Suppose D is a -set and is 

connected. Then (G) = 2. Let D = {u, v} be a -set. Since u and v are adjacent in G, by the 
definition of DmGbcd(G), u and v are adjacent in DmGbcd(G). Also, any two non-adjacent 
vertices of G is not adjacent in DmGbcd(G). Hence G is an induced sub graph of DmGbcd(G). 
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 Conversely assume that G is an induced sub graph of DmGbcd(G). Thus any two 

adjacent vertices of G are in a -set and also any two non-adjacent vertices are not in a    -

set. Hence, (G)  2.  

 Suppose a -set D contains more than 2 vertices. Then in G, they must form a 

complete graph. But D is a -set implies every vertex of D has a private neighbour in            

VD. Let u  D and x  VD such that u and x are adjacent. Let u, v, w  D and x, y, z 

are private neighbour of u, v, w respectively. By our assumption there exist -set D1 
containing x, u. But y and z are private neighbour of v and w implies that v, w or y, z or   v, 

z or y, w must be in that set, which is a contradiction. Therefore, (G) = 2 and every   -set 
is connected. 
 
Example 2.3: (i) G = Km,n, m, n >2. (ii) G 
  
Theorem 2.17: G is a sub graph of DmGbcd(G), if any two adjacent vertices are in at least one 

-set of G. 
Proof: Let G be a connected graph. Suppose any two adjacent vertices are in at least one     

-set. Let u, v be adjacent in G and D contains u, v. Then, in DmGbcd(G), D is adjacent to u 
and v, u and v are adjacent. Thus, it follows that G is sub graph of DmGbcd(G). 
 
Theorem 2.18: If DmGbcd(G) is connected, then girth of DmGbcd(G) is three. 
Proof: Suppose DmGbcd(G) is connected. Set vertex and its corresponding point vertices are 
complete in DmGbcd(G). Then, it follows that girth of DmGbcd(G) is three. 
 

Theorem 2.19: DmGbcd(G) is complete if and only if G = K p . 

Proof: Suppose G = K p , then by Theorem 2.2, DmGbcd(G) is a complete graph. 

 Conversely, Suppose DmGbcd(G) is complete. If DmGbcd(G) is complete, degree of a 
set vertex is = (�D(G) γ−1)+p. Therefore, every -set contains all the vertices of G. Hence,     

�(G) = p. But �(G) = p if and only if G = K p . This proves the theorem. 

 
Theorem 2.20: DmGbcd(G) is a tree if and only if G = K1. 
Proof: Suppose G = K1. Then by the definition, DmGbcd(G) is K2. Hence DmGbcd(G) is a tree. 
 Conversely assume that DmGbcd (G) is a tree. To prove that G = K1. On the contrary, 

assume that G  K1. 

Case (i): Suppose (G) = p1. Then rad(G) = 1. From Theorem 2.1 and 2.3, DmGbcd(G) is 
disconnected. 

v1  v2 

v3 

v4v5 

v6 
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Case (ii): Suppose (G)  p−1. Then there exists at least two vertices to form a -set. Then 
DmGbcd(G) contains a cycle, which is a contradiction. So, G must be K1.  
 

Remark 2.3: If DmGbcd(G) is connected, then DmGbcd(G) has no pendent vertex (G  K1). 
 

Theorem 2.21: If G is a (p2) regular graph, then DGbcd(G) is Eulerian. 

Proof: Let G be a (p2) regular graph. Then any two vertices form a �-set of G. Number of 

vertices in DmGbcd(G) is p+p(p−1)/2. Number of -sets containing u V(G) is p1. In 

DmGbcd(G), degree of point vertices is 2(p1) and degree of set vertices is also 2(p1). Thus, 
every vertex of DmGbcd(G) has an even degree. Thus, it follows that DmGbcd(G) is Eulerian.  

Theorem 2.22: (i) For any graph G, �(DmGbcd(G))  min min deg ( ),( )
v GibcdD G Gm

 ,    

1 ≤ i ≤ p. 

(ii) �(DmGbcd(G))  min mindeg ( ),( )
v GibcdD G Gm

 
 
 

, 1 ≤ i ≤ p. 

Proof:  (i) We consider the following two cases:  

Case (i): Let v  V(G) and is of minimum degree among all the vertices of DmGbcd(G). 
Then by deleting the vertices adjacent to v, the resulting graph is disconnected. Thus, 

�(DmGbcd(G))  min mindeg
( )

vibcdD G Gm

 
 
 

, 1 ≤ i ≤ p. 

Case (ii): Let S be the set of all minimum dominating set of G. Cardinality of each set is 

(G). Suppose (G)  �(G). Then by deleting the vertices adjacent to any one dominating 
set, the resulting graph is disconnected.  

Hence, �(DmGbcd(G))  min mindeg ( ),( )
v GibcdD G Gm

 
 
 

, 

(ii) Proof is similar to (i). 

 
Conclusion 
In this paper, we have defined and studied the dominating graph DmGbcd(G). Eccentricity 
properties of DmGbcd(G) are studied. We have characterised graphs G for which DmGbcd(G) 
is complete, a tree, radius one and connected. 

 
 
 
 



 

 

59 International Journal of Engineering Science, Advanced Computing and Bio-Technology 

References: 
 
[1] Bhanumathi. M , John Flavia. J, “The Minimum Eccentric Dominating Graph”, Elsevier-Science Direct, 

Procedia Computer Science 47 (2015) 337-341. ISSN: 1877-0509. 
 
[2] Bhanumathi. M , John Flavia. J, “The Dominating Graph DGbcd(G) of a graph G”, International Journal of 

electrical Electronics & Computer science Engineering, Volume 2, Issue 5 (October, 2015), pp. 6-11.  E-ISSN: 
2348-2273 | P-ISSN: 2454-1222. 

 
[3] Bhanumathi. M , John Flavia. J, “The Dominating Graph DGabc(G) of a graph G”, International Journal of  

Mathematical Archive-6 (11), 2015, 155-162. ISSN 2229 – 5046. 
 
[4] Bhanumathi M and John Flavia J, “The Eccentric Dominating Graph EDmGabc(G) of a graph G”, Elixir Dis. 

Math. 93 (2016) 39435-39442. 
 
[5] Buckley. F, Harary. F, “Distance in graphs”, Addison–Wesley, Publishing Company (1990).  
 
[6] Cockayne, E.J., Hedetniemi, S.T., “Towards a theory of domination in graphs”. Networks, 7:247-261, 1977.           
 
[7] Harary, F., “Graph theory”, Addition - Wesley Publishing Company Reading, Mass (1972).  
 
[8] Kulli V.R, “Theory of domination in graphs”, Vishwa International publications (2010). 
 
[9] Kulli V.R, Janakiram B, “The minimal dominating graph”, Graph theory notes of NewYork, XXVIII, 12-15, 

1995. 
 
[10] Kulli V.R, Janakiram B, “The common minimal dominating graph”, Indian J. Pure appl. Math., 27(2): 193-

196, Februrary 1996. 
 
[11] Kulli V.R, Janakiram B, Janakiram B, Niranjan K. M, “The vertex minimal dominating graph”, Acta Ciencia 

Indica, Vol. XXVIII, No.3, 435 (2002). 
 
[12] Kulli V.R, Janakiram B, Janakiram B, Niranjan K, “The dominating graph”, New York Academy of Sciences, 

Graph Theory Notes of New York XLVI, 5-8 (2004). 
 
[13] O. Ore, “Theory of graphs”, Amer. Math. Soc. Colloq. Publ., 38, Providence (1962). 
 
[14] Teresa W. Haynes, Stephen T. Hedetniemi, Peter J. Slater, “Fundamentals of domination in graphs”. Marcel 

Dekker, New York, 1998. 
 
[15] Walikar H.B, Acharya B.D, Ramane H.S, Shekharappa H.G and Arumugam S, “Partially balanced incomplete 

block designs arising from minimal dominating sets of a graph”, AKCE J. Graphs. Combin., 4, No. 2(2007), 
pp. 223-232. 

 
[16] Yamuna M and Karthika K, “Excellent-Domination Subdivision Stable Graphs”, International Journal of Basic 

and Applied Sciences, 1(4) (2012) 408-416.  


